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ABSTRACT 

Cyberbullying has evolved on social media in a 

variety of ways, both hidden and visible with the 

use of memes and open as the cyber bulling 

remarks using fake identities to become violence. 

Color, origin, language, culture, and, most 

crucially, religion are now used as grounds for 

cyberbullying. As a result, because social media is 

the most common source of cyberbullying 

opinions, it should be monitored and comments 

should be identified and blocked.As social media 

platforms have become more widely used around 

the world, particularly among young people, cyber 

bullying and aggressiveness has become a serious 

and disturbing problem that communities must deal 

with in recent years. Machine learning (ML) 

techniques are commonly employed to recognise 

particular language patterns that bullies use to 

assault their victims. Also. Sentiment Analysis 

(SA) of social media information is one of the 

fastest-growing fields of machine learning research. 

This study shows how to use a SA model to detect 

cyberbullying texts on social media sites like 

Facebook. The supervised machine learning 

classification tools SVM and MAXENT are used in 

this model and it gives the better performance. 

 

Keywords:Machinelearning, Support Vector 

Machine, Maxent classifier. 

 

I. INTRODUCTION 
Social media is used as a key form of 

communication by almost everyone, especially 

young people.It has become more common as the 

digital environment has grown and technology has 

advanced, especially among youth. When someone, 

usually a teenager, bullies or harasses people on the 

internet and other digital channels, notably social 

media platforms, it is known as cyberbullying.As a 

result, the number of people who use the internet 

has risen. Cyberbullies who have been physically, 

emotionally, mentally, or physically harmed. 

 

1.1 RELATED WORKS 

NLP (natural language processing) is an 

emerging field with the help of NLP and machine 

learning algorithms such as naive bayes, random 

forest, SVM we are going to identify cyberbullying 

in facebook. The initiative's main purpose is to 

create a system that can automatically recognise 

symptoms of cyberbullying on social media, such 

as distinct types of cyberbullying and posts by 

bullies, victims, and bystanders. [3] 

A collection of huge datasets was made 

available for a misbehaviour detection project at 

the Content Analysis on the Web 2.0 (CAW 2.0) 

workshop, but this dataset was unlabeled (i.e. it is 

not known which posts actually contain 

cyberbullying). Furthermore, the data came from a 

variety of sources, and all of the datasets, except 

the Kongregate data, looked to be adult talks (a 

gaming website). To conduct the research detailed 

here, we constructed our own labelled dataset using 

data from a web crawl of Formspring.me. 

Formspring.me was chosen because it is primarily 

populated by teenagers and college students, and 

the data contains a large volume of bullying 

content. [4] 

This study evaluates the performance of 

three classifiers in a machine-learning sentiment 

analysis model. Data collection, pre-processing, 

feature vector extraction, and classification are the 

four stages of the model. The performance of the 

classifiers is evaluated using three datasets, with 

the NB classifier outperforming the others. 

However, given all of the classifiers perform well, 
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it can be inferred that the machine-learning 

approach for sentiment categorization has a lot of 

potential. Now, depending on the existence or 

absence of features in a feature vector of the 

preceding patterns, 1 or 0 is assigned to each 

attribute for each pattern of the dataset to produce 

the final dataset to be utilised in the classification. 

[13] 

This research proposes a supervised 

machine learning technique for recognising and 

combating cyberbullying. A variety of classifiers 

are used to learn and recognise bullying 

behaviours.The recommended approach 

outperforms SVM on the cyberbullying dataset, 

with an accuracy of 92.8 percent versus 90.3 

percent for SVM. NN also outperforms other 

similar classifiers on the same dataset. With the 

growing number of social media users comes a new 

form of bullying. To increase the performance, 

more cyberbullying data is required. [2] 

 

II. METHODS: 
2.1 SUPPORT VECTOR MAHINE 

SVM is a technique for categorising and 

forecasting data that uses supervised machine 

learning. Despite the difficulties of regression, 

classification is the most appropriate method. In an 

N-dimensional space, the SVM algorithm looks for 

a hyperplane that clearly categorises data points. To 

categorise the data, a variety of hyper planes might 

be used. The hyper plane that reflects the greatest 

separation, or margin, between the two classes is a 

reasonable choice. As a result, the hyper plane is 

chosen so that the distance between it and the 

closest data point on each side is maximised.SVMs 

can significantly minimise the demand for labelled 

training instances in both inductive and 

transudative contexts, making them effective in text 

and hypertext categorization. Several shallow 

semantic parsing techniques use support vector 

machines. 

 

2.2 MAXENT CLASSIFIER 

 By parameterizing the model to attain 

maximum categorical entropy, the maximum 

entropy (maxent) classifier has been a popular text 

classifier. Maximum Entropy Start with the least 

informative weights (priors) and work your way up 

until you find weights that maximise the likelihood 

of the data. It's the EM algorithm in essence. In a 

simple Naive Bayes classifier, the prior weights are 

proportional to the number of times a phrase 

appears in the document. However, word 

relationships are ignored. The earlier loads would 

be corresponding to the times the word appears in 

the archive, according to a simple Naive Bayes 

classifier. Be that as it may, this disregard 

relationships between words. The Max Entropy 

classifier belongs to the class of exponential 

models and is a classification algorithm. In contrast 

to the Naive Bayes classifier. 

 

III. PROPOSED METHODOLOGY: 
 We use a support vector machine and a 

maxent classifier in the suggested system.SVM is a 

technique for categorising and forecasting data that 

uses supervised machine learning. Despite the 

difficulties of regression, classification is the most 

appropriate method. In an N-dimensional space, the 

SVM algorithm looks for a hyperplane that clearly 

categorises data points.By parameterizing the 

model to attain maximum categorical entropy, the 

maximum entropy (maxent) classifier has been a 

popular text classifier. The Max Entropy classifier 

belongs to the exponential models category of 

classification algorithms. Unlike the Naive Bayes 

classification algorithm. The conditional 

independence of the features is ignored by the Max 

Entropy. 

 

ADVANTAGES OF PROPOSED 

 The algorithm presents the best result in 

identifying the cyber bully comments. Large 

number of data can be implemented in dataset. 

Better accuracy. Two phase risk assessment is 

implemented for better result. 

 

3.1. MODULES 

3.1.1. LOAD DATASET 

The input data set consists of attributes 

like post ID, user ID, username, gender, age, City, 

province, country, user, date, posts. As many 

number of comments are stored in the form of 

dataset which will be used for the further 

processing of two phase risk assessment phase.  

 

3.1.2. GROUP IDENTIFICATION PHASE 

To achieve such identifications, they 

commit more resources to the in-group in order to 

maximise the difference between their in-group and 

out-groups. The first step is to categorise 

everything. To better comprehend and recognise 

objects, we classify them. We categorise people in 

the same way in order to understand the social 

context. The second stage, known as social 

identification, is adopting the identity of the group 

to which we have been assigned. In this module the 

loaded dataset is in raw data and it converts into 

train data. In this module the comments should be 

categories into four parts Male, Female, less than 

18 years, greater than 18 years . 
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3.1.3. RISK ASSESSMENT PHASE 

  In this module by using the cyberbullies 

words it finds the risky and the normal behaviour in 

dataset. It checks the words with the help of group 

identification phase because of categorization. At 

last, if it finds the words mention in the 

cyberbullies it marked as risky or otherwise it 

marked as Normal behaviour. 

 

 
Fig 1: Flow chart 

 
Fig 2: Main Reason People Get Cyberbullies 

 

IV. EXPERIMENTS AND RESULTS: 
We gathered a large number of comments 

to assess the performance of the machine learning 

algorithms employed in this study, specifically the 

Support Vector Machine (SVM) and maxent 

(Positive-cyber bullying, negative-no cyber 

bullying). There were no cyber bullying comments   

in this group of comments, thus they were 

manually categorised. 
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V. CONCLUSION: 
SVM classifiers and Maxent classifiers 

outperformed in almost all performance measures 

across all language models, according to the 

findings of the studies. In comparison to past 

studies, these experiments revealed that our SVM 

and maxent classifiers had slightly improved 

performance measures. Finally, we'd like to 

investigate alternative machine learning techniques, 

such as Neural Networks and deep learning, using 

larger sets of comments for direction study in 

cyberbullying detection. To handle such a large 

number of comments, it's also necessary to use 

some tried and true ways for an automated 

annotation process. 
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